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Abstract 
 
In this paper, the author presents a new visual system that can aid visually impaired people in walking. The system 

provides object information (that is, shape and location) through the sense of touch. This visual system depends on 
three different components: (i) an infrared camera sensor that detects the obstruction, (ii) a control system that meas-
ures the distance between the obstruction and the sensor, and (iii) a tooling apparatus with small pins (φ1 mm) used in 
forming a three-dimensional shape of the obstruction. The pins, arranged on a 6×6 matrix, move longitudinally be-
tween the retracted and extended positions based on the distance data. The pin extends individually, while the pin tip 
reflects the object’s outer surface. The length of the pin from the base surface is proportional to the distance of the sen-
sor from the obstruction. An ultrasonic actuator, controlled at a 15Hz frame rate, is the driving force for the pin move-
ment. The tactile image of the 3D shape can provide information about the obstruction. 
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1. Introduction  

According to the World Health Organization [1], 
there are 314 million visually impaired people in the 
world, 269 million of which have poor vision, while 
45 million are blind. These visually impaired people 
lead difficult lives. One of the difficulties they face is 
on mobility particularly when crossing streets or rid-
ing in buses or trains. Many blind people use white 
canes measuring about 1 m, but such canes provide 
little spatial information. This lack of information 
often leads to vehicular and traffic accidents.  

To address this issue, an attempt has been made to 
improve the white cane [2, 3]. Particularly, mechani-
cal and electrical systems are added to provide an 
aural navigation system. A sound message is gener-

ated as the blind person moves closer to the obstruc-
tion. Admittedly, the old cane system is widely ac-
cepted in Japan, but this technology has limited use 
for visually impaired people. The cane is still consid-
ered unreliable and does not guarantee safety in walk-
ing. Therefore, this current work provides a new de-
sign for a visual system that can support visually im-
paired people. 
 

2. Principle of the visual system 

Fig. 1 displays the visual system developed in this 
work. With this system, the information about the 
obstruction, such as the shape and the distance, can be 
provided. The visual system has three components: (i) 
an infrared camera sensor that detects obstructions 
[Fig. 1(a)], (ii) a control system that measures the 
distance between the obstruction and the sensor [Fig. 
1(b)], and (iii) a tooling apparatus with small pins (φ1 
mm) used in forming a three-dimensional shape of 
the obstruction [Fig. 1(c)] 
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Table 1. Specification of the infrared camera sensor. 
 

Parameter  

Detectable distance 1.2 m - 7.5 m 

Vertical direction: ±30deg. 
Emission Angle 

Horizontal direction: 22.5° 

Number of active pixels 128×123 

Frame rate 15Hz 

Resolution 20 mm/m 

Peak wavelength of LED 870 nm ±20 nm 

 
 
Table 1 indicates the specification of the infrared 

camera sensor. With this camera sensor, images of the 
obstruction can be taken at a frame rate of 15Hz. The 
camera sensor can clearly detect obstructions within 
an area of 7500 mm radius and covering 30 degrees 
elevation from the base point of the sensor (Fig. 2). 
The obstruction information can be obtained anytime 
as long as the sensor is attached to the person. The 
object’s image can be translated into a large number 
of image pixels, that is, 128×123 = 15744. Each pixel 
can also indicate the distance data via the control 
system. The data are measured through the time of 
flight (TOF) principle with an accuracy close to a few 
percent. This principle uses a method that measures 
the time it takes for an object to reach a detector while 
traveling over a known distance. The measurement 
depth is proportional to the time needed for the light 
to travel from the camera to the object. The pins, ar-
ranged in a 6×6 matrix, make longitudinal move-
ments between the fully retracted and fully extended 
positions based on the distance data. The end or tip of 
each pin represents a point on the outer surface of the 
object, with the length of the pin from the base sur-
face proportional to the distance of the sensor to the 
object. 

Fig. 3 shows the infrared image of (a) the object (a 
clock) and (b) the depth data from the object. The 
depth data are indicated with color density, that is, the 
darker the color, the closer the distance. Fig. 3(c) 
displays the 3D image of the object formed by the pin 
tips. The 36 pins, arranged in a 6×6 matrix with a 3.5 
mm pitch, make longitudinal movements between the 
retracted and extended positions. The position of each 
pin is controlled by the average depth data in its spe-
cific area, each pin representing 1/36 of the entire area  

 
                         (a)                                    (b) 

 

 
(c) 

 
Fig. 1. Visual system for the detection of obstruction; (a) 
infrared camera sensor, (b) control system, and (c) apparatus 
for forming a 3D image of the object using many small pins. 
 

 
 
Fig. 2. Detection area available to find the obstacle by the 
infrared camera sensor. 

 
[Fig. 3(b)]. 

The value of the pin position is calculated to be 
1/1000 of the true depth data, in which the higher the 
pin level, the closer the position of the object to the 
sensor. For instance, if the depths measured are 3m 
and 7m, the values of the pin position are 7mm and 
3mm, respectively. An ultrasonic actuator is the driv-
ing force for the pin movement, and a tactile image of 
the object’s shape is formed by the pin tips. The over-
all process for this visual system is summarized in the 
flow chart [4] in Fig. 4. 
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Fig. 3. Control system showing (a) the clock, (b) depth data 
from the object, and (c) image from the 6×6 pin array. 

 

 
 
Fig. 4. System flow chart for the visual system. 
 

3. Experiments  

The mechanical performance of the visual system 
was examined, and an attempt was made to see 
whether or not the obstruction information provides a 
clear three-dimensional shape formed by the pins. 
Several objects such as a chair, a pot, and a person 
were used in the examination; the results are shown in 
Fig. 5. These indicate that the camera images of these 
objects are represented by a pin tip image of the outer 
surface. A walk trial was conducted using the system 

 

 

 
 
Fig. 5. Visual system showing various objects: (i) chair, (ii) 
pot, (iii) person. 
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Fig. 6. Schematic illustration of the test field with various 
obstructions such as a desk, chair, and column. 
 
in a field to further examine the performance of the 
visual system. In this case, the participants were com-
pletely blindfolded and were kept away from the ob-
structions. They were ordered to reach a specific goal 
in the shortest time. Various obstructions, for example, 
a desk, chair, and column, were put on the test field as 
displayed in Fig. 6. The start and end points are posi-
tioned to the right and left-hand sides, respectively. 
There are two walkways for the participants as indi-
cated by the dashed line in Fig. 6. In the walk trial, the 
participants successfully found the goal in less than 5 
min without any major collision with any of the ob-
jects. This experiment clearly shows that the system 
could be an effective walking aid for visually im-
paired people.  
 

4. Conclusions 

In this study, a new visual system has been devel-
oped to aid the walking of visually impaired people. 
The system can provide clear information about the 
shape and distance of an obstruction. Information 
about the surrounding objects is obtained using touch 
rather than vision. This system has three components: 
(i) an infrared camera sensor that detects the obstruc-
tion, (ii) a control system that measures the distance 
between the obstruction and the sensor, and (iii) a 

tooling apparatus with small pins (φ1 mm) used in 
forming a three-dimensional shape of the obstruction. 
The pin tip represents part of the outer surface of the 
object. The pins can go up and down depending on 
the distance of the sensor to the object; their move-
ment is driven by a small actuator. With a tactile im-
age of the pin tip array, information about the shape 
of the object can be obtained. 
 

Acknowledgements 

The author would like to acknowledge the financial 
support of the government of Akita prefecture. The 
author would also like to acknowledge the technical 
support of Mr. Mitsuo Ishizuka and the many visually 
impaired people of Akita Association on Visual Dis-
ability. 
 

References 

[1] WHO, Available online at : http://www.who.int/ 
mediacentre/factsheets/fs282/en/ (accessed 27-7-
2009). 

[2] Miya, Support system for visually handicapped 
people. Japan Patent, 2001-319289 (2001). 

[3] J. Ogawa and K. Aonuma, White cane for visually 
handicapped people. Japan Patent, 2003-265559 
(2003). 

[4] G. Wei, C. Zongyu and L. Congxin. Investigation 
on full distribution CNC system based on SERCOS 
bus. Journal of Systems Engineering and Electron-
ics 19 (1) (2008) 52-57. 

 
 

Mitsuhiro Okayasu received 
his Ph.D. degree from the Uni-
versity of Toronto in 2006. Dr. 
Okayasu is currently an Asso-
ciate Professor at the Dept. of 
Machine Intelligence and Sys-
tems Engineering at Akita Pre-
fectural University in Japan. He 

has engineering experience of more than 10 years in 
industries both in Japan and Canada. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /SyntheticBoldness 1.000000
  /Description <<
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [5952.756 8418.897]
>> setpagedevice


